
Optimal Transportation: Duality Theory

David Gu

Yau Mathematics Science Center
Tsinghua University

Computer Science Department
Stony Brook University

gu@cs.stonybrook.edu

August 15, 2020

David Gu (Stony Brook University) Computational Conformal Geometry August 15, 2020 1 / 56



Motivation
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Why dose DL work?

Problem
1 What does a DL system really learn ?

2 How does a DL system learn ? Does it really learn or just memorize ?

3 How well does a DL system learn ? Does it really learn everything or
have to forget something ?

Till today, the understanding of deep learning remains primitive.
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Why does DL work?

1. What does a DL system really learn?

Probability distributions on manifolds.

2. How does a DL system learn ? Does it really learn or just memorize ?

Optimization in the space of all probability distributions on a manifold. A
DL system both learns and memorizes.

3. How well does a DL system learn ? Does it really learn everything or
have to forget something ?

Current DL systems have fundamental aws, mode collapsing.

David Gu (Stony Brook University) Computational Conformal Geometry August 15, 2020 4 / 56



Manifold Distribution Principle

We believe the great success of deep learning can be partially explained by
the well accepted manifold distribution and the clustering distribution
principles:

Manifold Distribution
A natural data class can be treated as a probability distribution de�ned on
a low dimensional manifold embedded in a high dimensional ambient
space.

Clustering Distribution
The distances among the probability distributions of subclasses on the
manifold are far enough to discriminate them.
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